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(57) ABSTRACT

Embodiments relate to systems and methods for training a
self-learning network using interpolated input sets basedon a
target output. A database management system can store sets
of operational data, such as financial, medical, climate or
other information. A user can input or access a set of target
data, representing an output which a user wishes to be gen-
erated from an interpolated set of input data. The interpola-
tion engine can generate a conformal interpolation function
and input sets that map to the set of target output data. After
interpolation, the interpolation engine can transmit the inter-
polated inputs, along with the set of target output data and
other information, to a self-learning network such as a neural
or fuzzy logic network. The self-learning network can be
trained to converge to the target output based on the interpo-
lated input results as generated by the interpolation engine,
thus reproducing the desired interpolation function.

20 Claims, 8 Drawing Sheets
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1
TRAINING A SELF-LEARNING NETWORK
USING INTERPOLATED INPUT SETS BASED
ON A TARGET OUTPUT

FIELD

The invention relates generally to systems and methods for
training a self-learning network using interpolated input sets
based on a target output, and more particularly, to platforms
and techniques for configuring and training a self-learning
network, such as a neural network or fuzzy logic network, to
perform interpolation or modeling functions based on the
recorded outputs from a separately operating interpolation
engine.

BACKGROUND

In the fields of computational modeling and high perfor-
mance computing, modeling platforms are known which con-
tain a modeling engine to receive a variety of modeling
inputs, and then generate a precise modeled output based on
those inputs. In conventional modeling platforms, the set of
inputs are precisely known, and the function applied to the
modeling inputs is precisely known, but the ultimate results
produced by the modeling engine are not known until the
input data is supplied and the modeling engine is run. For
example, in an econometric modeling platform, inputs for a
particular industry like housing can be fed into a modeling
engine. Those inputs can include, for instance, prevailing
finance rates, employment rates, average new-home costs,
costs of building materials, rate of inflation, and other eco-
nomic or other variables that can be fed into the modeling
engine which is programmed or configured to accept those
inputs, apply a function or other processing to those inputs,
and generate an output such as projected new-home sales for
a given period of time. Those results can then be used to
analyze or forecast other details related to the subject indus-
try, such as predicted sector profits or employment.

In many real-life analytic applications, however, the nec-
essary inputs for a given subject or study may not be known,
while, at the same time, a desired or target output may be
known or estimated with some accuracy. For instance, the
research and development (R&D) department of a given cor-
poration may be fixed at the beginning of a year or other
budget cycle, but the assignment or allocation of that avail-
able amount of funds to different research teams or product
areas may not be specified by managers or others. In such a
case, an analyst may have to manually estimate and “back
out” distributions of budget funds to different departments to
begin to work out a set of component funding amounts that
will, when combined, produce the already-known overall
R&D or other budget. In performing that interpolation, the
analyst may or may not be in possession of some departmen-
tal component budgets which have themselves also been
fixed, or may or may not be in possession of the computation
function which will appropriately sum or combine all com-
ponent funds to produce the overall predetermined target
budget. Adjustment of one component amount by hand may
cause or suggest changes in other components in a ripple
effect, which the analyst will then have to examine or account
for in a further iteration of the same manual estimates.

In cases where an interpolation study is conducted, the
ultimate selection of interpolated inputs and other data used
to perform the interpolation may itself contain implied infor-
mation regarding the appropriate breakdowns of the data,
judgments about which inputs should receive priority com-
pared to others, and other attributes of the eventual input
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breakouts and the interpolation function developed for that
data. In cases, the values for the interpolated inputs may be
introduced by an analyst or other user acting to adjust those
interpolated values, to determine alternative solutions. In
those and other cases, the interpolated inputs (or series of
inputs) can reflect the behavior, decision logic, or judgment of
the interpolation engine and/or its human operator. However,
the potential value of those interpolated values or series of
values as patterns for machine learning may not be exploited
by the interpolation engines themselves. It may be desirable
to provide systems and methods for training a self-learning
network using interpolated input sets based on a target output,
in which a self-learning network can access the set of inter-
polated inputs, the set of target output data, and/or other
information used, produced, or processed by an interpolation
platform, and receive that data as inputs that can be used to
train a self-learning network to reproduce or approximate the
same decision logic or input-output behavior in separately
operating logic, which can then be used for additional or
independent interpolation or modeling activity.

DESCRIPTION OF DRAWINGS

FIG. 1illustrates an overall network architecture which can
support the generation of interpolated input sets based on a
target output, according to various embodiments of the
present teachings;

FIGS. 2A-2C illustrate various exemplary sets of input
data, and series of sets of input data, that can be produced by
interpolation techniques whose output and other data can be
used in training a self-learning network using interpolated
input sets based on a target output, according to various
embodiments;

FIG. 3 illustrates an exemplary hardware configuration for
client machine which can host or access interpolation pro-
cesses whose output and related data can be used in systems
and methods for training a self-learning network using inter-
polated input sets based on a target output, according to
various embodiments;

FIG. 4 illustrates a flowchart for overall interpolation,
function determination, and other processing that can be used
to produce conformal input sets based on a target output that
can be used in systems and methods for training a self-learn-
ing network using interpolated input sets based on a target
output, according to various embodiments;

FIG. 5 illustrates an exemplary network configuration that
can be used in conjunction with systems and methods for
training a self-learning network using interpolated input data
sets based on a target output, according to various embodi-
ments of the present teachings;

FIG. 6 illustrates an exemplary network configured to per-
form a training process and other activity, according to vari-
ous embodiments; and

FIG. 7 illustrates a flowchart of exemplary training and
other processing that can be used in connection with for
training a self-learning network using interpolated input sets
based on a target output, according to various embodiments.

DESCRIPTION

Embodiments relate to systems and methods for training a
self-learning network using interpolated input sets basedon a
target output. More particularly, embodiments relate to self-
learning networks which can operate on data produced or
processed by interpolation platforms to learn or acquire deci-
sion making patterns or other decision logic related to input/
output modeling. In terms the interpolated data which the
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self-learning network or networks can access and train on,
that underlying data can be generated by interpolation plat-
forms which access or retrieve a set of historical, operational,
archival, or other operative data related to captured technical,
financial, medical, or other operations, and supply that opera-
tive data to an interpolation engine. The interpolation engine
can also be supplied with or can access a set of target output
data, for purposes of generating a set of estimated, approxi-
mated, inferred, or otherwise interpolated inputs that can be
supplied to the interpolation engine to produce the target
output. Thus, for instance, in an illustrative context of a cli-
mate modeling platform, a collection or set of historical input
data, such as ocean temperatures, air temperatures, land tem-
peratures, average wind speed and direction, average cloud
cover, and/or other inputs or factors can be accessed or
retrieved from a data store. The data store can for the inter-
polation platform can for instance include records of those or
other variables for each year of the last ten years, along with
an output or result associated with those inputs, such as ocean
level or polar cap area for each of those years or other series.
In aspects, a partial set or subset of predetermined or fixed
values for the same inputs can be supplied to the interpolation
engine, such as predicted or assumed arctic temperatures, for
the current year. The interpolation engine can also receive a
set of target output data, such as the expected or projected
ocean level or polar cap area for the current year. According to
embodiments, the interpolation engine can then generate an
interpolation function, and generate a set of interpolated
inputs, such as air temperature, land temperature, average
wind speed and direction, average cloud cover, and/or other
remaining inputs whose values are unspecified, but which can
be interpolated to produce values which when supplied as
input to the interpolation engine can produce the set of target
output data.

In cases, the interpolation engine can generate different
combinations of the set of interpolated input data in different
generations or series, to permit an analyst or other user to
manipulate the input values, to observe different ramifica-
tions of different component values for the set of interpolated
inputs. The user of that platform can be presented with a
selector dialog or other interface to manipulate the set of
interpolated input values, and select or adjust those values
and/or the interpolation function used to generate those val-
ues. The analyst or other user can thereby determine scenarios
and potential inputs that will combine to realize the desired
solution in the form of the set of target output data, and the
values conformally producing that output can be varied or
optimized. The ability to analyze and derive input sets that
will produce already-know or fixed output can thereby be
automated in whole or part, permitting a user to investigate a
broader array of analytic scenarios more efficiently and effec-
tively.

After completion of those or other types of interpolation
studies or reports, according to the present teachings, the
interpolated input values and other data can be stored to a
local or remote data store. According to embodiments of the
present teachings, that data can then be accessed or retrieved
by a self-learning network or logic, such as a fuzzy logic
network or neural network. The self-learning network can
then isolate one or more series of the interpolated values, and
receive those values as inputs to an inference or self-learning
engine to train its processing to produce the set of target
output data or other data reference points, for instance using
an iterative process on that data using successively refined
weights. After reproducing or approximating the desired out-
put based on the supplied input, the self-learning network can
be stored and transmitted to another remote platform or loca-
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tion, for instance to perform interpolation or modeling activ-
ity consistent with the interpolated values and target output
data. In regards, the self-learning network can thereby
observe or learn from the interpolation behavior of the sepa-
rate interpolation engine and/or human users, and reproduce
that decision logic in other machines, services, or platforms,
without requiring the same or different user and/or interpola-
tion engine itself.

Consistent with the foregoing, in embodiments as shown in
FIG. 1, in accordance with embodiments of the invention, a
user can operate a client 102 which is configured to host an
interpolation engine 104, to perform interpolation and other
analytic operations as described herein. In aspects, while
embodiments are described in which interpolation engine 104
is described to operate on historical data to interpolate or fill
in missing values or parameters, in embodiments, it will be
understood that interpolation engine 104 can in addition or
instead operate to produce extrapolated data, reflected
expected future values of inputs and/or outputs. In aspects,
the client 102 can be or include a personal computer such as
a desktop or laptop computer, a network-enabled cellular
telephone, a network-enabled media player, a personal digital
assistant, and/or other machine, platform, computer, and/or
device. In aspects, the client 102 can be or include a virtual
machine, such as an instance of a virtual computer hosted in
a cloud computing environment. In embodiments as shown,
the client 102 can host or operate an operating system 136,
and can host or access a local data store 106, such as a local
hard disk, optical or solid state disk, and/or other storage. The
client 102 can generate and present a user interface 108 to an
analyst or other user of the client 102, which can be a graphi-
cal user interface hosted or presented by the operating system
136. In aspects, the interpolation engine 104 can generate a
selection dialog 112 to the user via the user interface 108, to
present the user with information and selections related to
interpolation and other analytic operations.

In embodiments as likewise shown, the client 102 and/or
interpolation engine 104 can communicate with a remote
database management system 114 via one or more networks
106. The one or more networks 106 can be or include the
Internet, and/or other public or private networks. The data-
base management system 114 can host, access, and/or be
associated with a remote database 116 which hosts a set of
operative data 118. In aspects, the database management sys-
tem 114 and/or remote database 118 can be or include remote
database platforms such the commercially available Oracle™
database, an SQL (structured query language) database, an
XML (extensible markup language) database, and/or other
storage and data management platforms or services. In
embodiments, the connection between client 102 and/or the
interpolation engine 104 and the database management sys-
tem 114 and associated remote database 116 can be a secure
connection, such as an SSL (secure socket layer) connection,
and/or other connection or channel. The interpolation engine
104 can access the set of operative data 118 via the database
management system 114 and/or the remote database 116 to
operate, analyze, interpolate and map the set of operative data
118 and other data sets to produce or conform to a set of target
output data 120. In aspects, the predetermined or already-
known set of target output data 120 can be stored in set of
operative data 118, can be received as input from the user via
selection dialog 112, and/or can be accessed or retrieved from
other sources.

In embodiments, and as shown in FIGS. 2A-2C, the inter-
polation engine 104 can, in general, receive the set of target
output data 120, and operate on that data to produce a con-
formal mapping of a set of combined input data 122 to gen-
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erate an output of the desired set of target output data. As for
instance shown in FIG. 2 A, the set of combined input data 122
can, in cases, comprise at least two component input data sets
or subsets. In aspects as shown, the set of combined input data
122 can comprise or contain a set of predetermined input data
124. The set of predetermined input data 124 can consist of
data that is predetermined or already known or captured, for
instance by accessing the set of operative data 118, and/or by
receiving that data from the user as input via the selection
dialog 112. In aspects, the set of predetermined input data 124
can include variables or other data which are already known
to the user, to other parties, or has already been fixed or
captured. In the case of a medical epidemiology study, for
example, the set of predetermined input data 124 can include
the number of vaccination doses available to treat an influenza
or other infectious agent. For further example, in cases where
the set of combined input data 122 represents the components
of a corporate or government financial budget, the set of
predetermined input data 124 can reflect the percentages (as
for instance shown), for example to be allocated to different
departments or agencies. It will be appreciated that other
percentages, contributions, expressions, and/or scenarios or
applications can be used.

In aspects, the interpolation engine 104 can access and
process the set of predetermined input data 124 and the set of
target output data 120, to generate a set of interpolated input
data 126 which can produce the set of target output data 120
via an interpolation function 104. For instance, if the set of
target output data 120 represents a total budget amount for an
entity, then the set of interpolated input data 126 can reflect
possible, approximate, or suggested values or percentages of
that total funded amount that the interpolation engine 104 can
allocate to various departments, using the interpolation func-
tion 140. Again, as noted the interpolation function 140 can be
determined by interpolation engine 104 to generate the set of
target output data 120, as predetermined by the user or oth-
erwise known or fixed. In embodiments, interpolation tech-
niques, functions, and/or other related processing as
described in co-pending U.S. application Ser. No. 12/872,
779, entitled “Systems and Methods for Interpolating Con-
formal Input Sets Based on a Target Output,” filed on even
date herewith, having the same inventor as this application,
assigned or under obligation of assignment to the same entity
as this application, and incorporated by reference in its
entirety herein, can be used in determining interpolation func-
tion 140, configuring and/or executing interpolation engine
104, and/or performing other related operations.

The following applications, scenarios, applications, or
illustrative studies will illustrate the interpolation action or
activity that may be performed by the interpolation engine
104, according to various embodiments. In cases, again
merely for illustration of exemplary interpolation analytics,
the set of operative data 118 can be or include data related to
medical studies or information. Thus for instance, the set of
operative data 118 can include data for a set or group of years
that relate to public health issues or events, such as the popu-
lation-based course of the influenza seasons over that interval.
The set of operative data can include variables or inputs that
were captured or tracked for the influenza infection rate in the
population for each year over the given window. Those vari-
ables or inputs can be or include, for instance, the percentage
of'the population receiving a public vaccine by Week 10 of the
flu season, e.g. 20%, the age cohorts of the patients receiving
the vaccine, the strain of the influenza virus upon which the
vaccine is based, e.g. HSNS, the infectivity or transmission
rate for a given infected individual, e.g. 3%, the average
length of infectious illness for the infected population, e.g. 10
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days, and/or other variables, metrics, data or inputs related to
the epidemiology of the study. In aspects, the output or result
of those tracked variables can be the overall infection rate for
the total population at peak or at a given week or other time
point, such as 40%. Other outputs or results can be selected.
Those inputs and output(s) can be recorded in the set of
operative data 118 for a set or group of'years, such as for each
year of 2000-2009, or other periods. In aspects, data so con-
stituted can be accessed and analyzed, to generate interpo-
lated data for current year 2010, although the comparable
current inputs are not known or yet collected. In the current
year (assumed to be 2010), one or more of the set of prede-
termined variables 124 may be known, such as, for instance,
the vaccination rate of because yearly stocks are known or can
be reliably projected, e.g. at 25%. In addition, an analyst or
other user may specify a set of target output data 120 that can
include the overall infection rate for the population the year
under study, such as 35% at peak. In cases of this illustrative
type, the interpolation engine 104 can access or receive the
overall infection rate (35% peak) as the set of predetermined
outputdata 120 or a part of that data, as well as the vaccination
rate (25%) as the set of predetermined input data 124 or part
of that data. In aspects, the interpolation engine 104 can
access the collected historical data (for years 2000-2009) to
analyze that data, and generate an interpolation function 140
which operates on the recorded inputs to produce the histori-
cal outputs (overall infection rate), for those prior years,
either to exact precision, approximate precision, and/or to
within specified margins or tolerance. The interpolation
engine 104 can then access or receive the set of target output
data 120 for the current (2010) year (35% peak infection), the
set of predetermined input data (25% vaccination rate), and/
or other variables or data, and utilize the interpolation func-
tion 140 to generate the set of interpolated input data 126. In
the described scenario, the set of interpolated input data 126
generated or produced by the interpolation engine 104 can
include the remaining unknown, speculative, uncollected, or
otherwise unspecified inputs, such as the percentage of the
population receiving a public vaccine by Week 10 of the flu
season, e.g. 25%, the age cohorts of the patients receiving the
vaccine, the strain of the influenza virus upon which the
vaccine is based, e.g. HINS, the infectivity or transmission
rate for a given infected individual, e.g. 4%, the average
length of infectious illness for the infected population, e.g. 9
days, and/or other variables, metrics, data or inputs. In
aspects, the interpolation engine 104 can generate or decom-
pose the set of interpolated input data 126 to produce the set
of'target output data 120 (here 35% peak infection) to exact or
arbitrary precision, and/or to within a specified margin or
tolerate, such as 1%. Other inputs, outputs, applications, data,
ratios and functions can be used or analyzed using the systems
and techniques of the present teachings.

In embodiments, as noted the interpolation function 140
can be generated by the interpolation engine 104 by examin-
ing the same or similar variables present in the set of operative
data 118, for instance, medical data as described, or the total
fiscal data for a government agency or corporation for a prior
year or years. In such cases, the interpolation engine 104 can
generate the interpolation function 140 by assigning the same
or similar categories of variables a similar value as the aver-
age of prior years or sets of values for those same variables,
and then perform an analytic process of those inputs to derive
set of target output data 120 as currently presented. The
interpolation engine 104 can, for example, apply a random
perturbation analysis to the same variables from prior years,
to produce deviations in amount for each input whose value is
unknown and desired to be interpolated. When combinations
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of' the set of predetermined input data 124 and set of interpo-
lated input data 126 are found which produce the set of target
output data 120, or an output within a selected margin of set
of target output data 120, the user can operate the selection
dialog 112 or otherwise respond to accept or fix those recom-
mended or generated values.

In cases, and as for instance illustrated in FIG. 2B, the set
of combined input data 122 can be generated to produce the
set of target output data 120 may not be unique, as different
combinations of the set of predetermined input data 124 and
set of interpolated input data 126 can be discovered to pro-
duce the set of target output data 120 either exactly, or to
within specified tolerance. In such cases, different versions,
generations, and/or series of set of combined input data 122
can be generated that will produce the set of target output data
120 to equal or approximately equal tolerance. For example,
in cases where the set of operative data 118 relates to an
epidemiological study, it may be found that a limit of 20
million cases of new infection during a flu season can be
produced as the set of target output data 120 by applying 40
million doses of vaccine at week 6 of the influenza season, or
can be produced as a limit by applying 70 million doses of
vaccine at week 12 of the same influenza season. Other vari-
ables, operative data, ratios, balances, interpolated inputs,
and outputs can be used or discovered. In embodiments as
noted and as shown in FIG. 2C, when the possible conformal
set of interpolated inputs 126 is not unique, the interpolation
engine 104 can generate a set of interpolated input series 128,
each series containing a set of interpolated input data 126
which is different and contains potentially different interpo-
lated inputs from other conformal data sets in the set of
interpolated input series 128. In cases where such alternatives
exist, the interpolation engine 104 can generate and present
the set of interpolated input series 128, for instance, in series-
by-series graphical representations or otherwise, to select,
compare, and/or manipulate the results and values of those
respective data sets. In embodiments, the analyst or other user
may be given a selection or opportunity to choose one set of
interpolated input data 126 out of the set of interpolated input
series 128 for use in their intended application, or can, in
embodiments, be presented with options to continue to ana-
lyze and interpolate the set of operative data 118, for example
to generate new series in the set of interpolated input series
128. Other processing options, stages, and outcome selec-
tions are possible.

FIG. 3 illustrates an exemplary diagram of hardware and
other resources that can be incorporated in a client 102 that
can a host self-learning network 142, interpolation engine
104, or otherwise be used in connection with systems and
methods for training a self-learning network using interpo-
lated input sets based on a target output, according to embodi-
ments. In aspects, the client 102 can be or include a personal
computer, a network enabled cellular telephone, or other net-
worked computer, machine, or device. In embodiments as
shown, the client 102 can comprise a processor 130 commu-
nicating with memory 132, such as electronic random access
memory, operating under control of or in conjunction with
operating system 136. Operating system 136 can be, for
example, a distribution of the Linux™ operating system, the
Unix™ operating system, or other open-source or proprietary
operating system or platform. Processor 130 can also com-
municate with the interpolation engine 104 and/or alocal data
store 138, such as a database stored on a local hard drive.
Processor 130 further communicates with network interface
134, such as an Ethernet or wireless data connection, which in
turn communicates with one or more networks 106, such as
the Internet or other public or private networks. Processor 130
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also communicates with database management system 114
and/or remote database 116, such as an Oracle™ or other
database system or platform, to access set of operative data
118 and/or other data stores or information. Other configura-
tions of client 102, associated network connections, storage,
and other hardware and software resources are possible. In
aspects, the database management system 114 and/or other
platforms can be or include a computer system comprising
the same or similar components as the client 102, or can
comprise different hardware and software resources.

FIG. 4 illustrates a flowchart of overall processing to gen-
erate interpolation functions, sets of interpolated data, and
other reports or information, according to various embodi-
ments of the present teachings. In 402, processing can begin.
In 404, a user can initiate and/or access the interpolation
engine 104 on client 102, and/or through other devices, hard-
ware, or services. In 406, the user can access the remote
database 116 via the database management system 114 and
retrieve the set of target output data 120 and/or other associ-
ated data or information. In 408, the interpolation engine 104
can input or receive the set of predetermined input data 124,
as appropriate. In embodiments, the set of predetermined
input data 124 can be received via a selection dialog 112 from
the user or operator of client 102. In embodiments, the set of
predetermined input data 124 can in addition or instead be
retrieved from the set of operative data 116 stored in remote
database 116, and/or other local or remote storage or sources.
In aspects, the set of predetermined input data 124 can be or
include data that is already known or predetermined, which
has a precise target value, or whose value is otherwise fixed.
For instance, in cases where the set of operative data 118
relates to an undersea oil reserve in a hydrology study, the
total volume of oil stored in a reservoir can be known or fixed,
and supplied as part of the set of predetermined input data 124
by the user or by retrieval from a local or remote database. In
410, the set of target output data 120 the set of predetermined
input data 124, and/or other, data, in set of operative data 118
or other associated data can be fed to interpolation engine
104.

In 412, the interpolation engine 104 can generate the inter-
polation function 140 as an exact or approximate function that
will generate output conforming to the set of target output
data 120, as an output. In aspects, the interpolation function
140 can be generated using techniques such as, for instance,
perturbation analysis, curve fitting analysis, other statistical
analysis, linear programming, and/or other analytic tech-
niques. In aspects, the interpolation function 140 can be gen-
erated to produce an approximation to the set of target output
data 120, or can be generated to generate an approximation to
set of target output data 120 to within an arbitrary or specified
tolerance. The interpolation function 140 can also, in aspects,
be generated to produce set of target output data 120 with the
highest degree of available accuracy. In 414, the interpolation
engine 104 can generate one or more subsets of interpolated
input data 126, and/or one or more set of interpolated input
series 128 containing individual different combinations of
subsets of interpolated input data 126. In aspects, the set of
interpolated input data 126 and/or the set of interpolated input
series 128 can be generated by applying the set of target
output data 120 to the set of predetermined input data 124 and
filling in values in the set of interpolated input data 126 which
produce an output which conforms to the set of target output
data 120, exactly or to within a specified tolerance range. In
aspects, the set of interpolated input data 126 and/or the set of
interpolated input series 128 can be generated by producing
sets of possible interpolated inputs which are then presented
to the user via the selection dialog 112, for instance to permit
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the user to accept, decline, or modify the values of set of
interpolated input data 126 and/or the set of interpolated input
series 128.

In 416, the interpolation engine 104 can present the selec-
tion dialog 112 to the user to select, adjust, step through,
and/or otherwise manipulate the set of interpolated input data
126 and/or the set of interpolated input series 128, for
instance to allow the user to view the effects or changing
different interpolated input values in those data sets. For
example, in a case where the set of operative data 118 relates
to financial budgets for a corporation, the user may be per-
mitted to manipulate the selection dialog 112 to reduce the
funded budget amount for one department, resulting in or
allowing an increase in the budget, amounts for a second
department or to permit greater investment in I'T (information
technology) upgrades in a third department. In aspects, the
selection dialog 112 can permit the adjustment of the set of
interpolated input data 126 and/or set of interpolated input
series 128 through different interface mechanisms, such as
slider tools to slide the value of different interpolated inputs
through desired ranges. In 418, the user can finalize the set of
interpolated input data 126, and the interpolation engine 104
can generate the resulting combined set of input data 122
which conformally maps to the set of target output data 120.
In 420, the set of target output data 120, set of predetermined
input data 124, and/or other information related to the set of
operational data 116 and the analytic systems or phenomena
being analyzed can be updated. The interpolation engine 104
and/or other logic can generate a further or updated interpo-
lation function 140, a further or updated set of interpolated
input data 126, and/or an update to other associated data sets
in response to any such update to the set of target output data
120 and/or set of predetermined input data 124, as appropri-
ate. In 422, the combined set of input data 122, the set of
interpolated input data 126, the set of interpolated input series
128, the interpolation function 140, and/or associated data or
information can be stored to the set of operative data 118 in
the remote database 116, and/or to other local or remote
storage. In 424, as understood by persons skilled in the art,
processing can repeat, return to a prior processing point, jump
to a further processing point, or end.

According to embodiments of the present teachings, the set
of combined input data 122, the set of target output data 120,
and/or other information generated by the interpolation
engine 104 and/or other logic can be used to provide input to
a separate local and/or remote self-learning network, such as
a fuzzy logic network or a neural network. In embodiments
involving the feeding of such interpolation data to a self-
learning network, the self-learning network can receive and
be trained to respond in the same or similar fashion as the
interpolation engine 104, as guided by a human operator or
otherwise, to the same classes or types of data processed by
the interpolation engine 104 itself. The self-learning network
can thereby become trained or configured to generate a for-
ward or modeling output that duplicates or approximates the
outputs produced by one or more set of combined inputs 122,
and/or can become trained or configured to generate an inter-
polation output that duplicates or approximates the set of
interpolated inputs 126 generated by interpolation engine
104, itself.

More particularly, and as for shown in FIG. 5, in embodi-
ments, the interpolation engine 104 of client 102 can be
configured to communicate via one or more networks 106
with a self-learning network 142, such as a fuzzy logic net-
work, a neural network, artificial intelligence (AI) networks
or logic, and/or other self-learning networks, platforms,
logic, and/or software. The self-learning network 142 can
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have an associated self-learning store 144, such as a local or
remote database. While illustrated as a remote platform, it
may be noted that in embodiments, the self-learning network
142 can be hosted in client 102, and/or other machines, plat-
forms, or locations.

According to embodiments, the self-learning network 142
can receive information related to the interpolation process-
ing and related analytics performed by the interpolation
engine 104, and undergo a training process to acquire the
decision logic that will permit the self-learning network 142
to perform the same, similar, and/or related processing to that
of the interpolation engine 104 as operated by an analyst or
other human operator. In embodiments, the data received by
the self-learning network 142 can include the set of combined
input data 122, the set of target output data 120, and/or other
data or information. In aspects, that or other data can be
transmitted directly from the client 102 hosting the interpo-
lation engine 104 to the self-learning network. In aspects, that
or other data can be accessed or retrieved by the self-learning
network 142 from the database management system 114 and/
or associated remote database 116, from the set of operative
data 118. In aspects, the data received by the self-learning
network 142 can in addition or instead be accessed or
retrieved from other data stores or sources, such as for
instance from a service hosted in the Internet. In aspects, the
set of combined input data 122, the set of target output data
120, and/or other data or information can be stored by the
self-learning network to the self-learning store 144.

In aspects, and as for instance shown in FIG. 6, after acqui-
sition of the set of combined input data 122, the set of target
output data 120, and/or other data or information captured
from or related to the interpolation processing carried out by
the interpolation engine 104 and/or related logic, the self-
learning network 142 can perform training on those sets of
data to learn and develop a learned transfer function 146,
and/or other functions or input/output behaviors to reproduce,
approximate, supplement, and/or otherwise interact with the
same classes of data operated on by the interpolation engine
104, and produce consistent output results. In embodiments
as shown, the self-learning network 142 can operate or train
on the set of combined input data 122 for each of the one or
more inputs or variables contained in that set. In aspects, the
self-learning network 142 can operate to multiply each input
or variable in the set of combined input data 122 by a corre-
sponding weights in a set of weights 144. In aspects, the set of
weights 144 can be normalized or scaled to represent a value
between 0 and 1, and/or other ranges, ratios, or expressions.
In aspects, the set of weights 144 can, in addition to or instead
of representing static numerical values, can comprise
dynamic values of functions, that may for instance be a func-
tion of the variable being multiplied or operated on. In
aspects, instead of multiplication, the set of weights 144 can
include other operations, such as exponentiation, linear or
algebraic operators or expressions, and/or others.

In aspects, after performing the multiplication or other
computation on the set of combined input data 122 by the
self-learning store 144, the self-learning network 142 can
determine or generate a provisional output 150 resulting from
that operation, and compare that output value to the set of
target output data 120. In aspects, for instance, the self-learn-
ing network 142 can subtract the provisional output 150 from
the set of target output data 120, or otherwise compare the
initial or other provisional output 150 to the set of target
output data 120, to determine how closely they output con-
forms to the value reflected in the set of target output data 120.
Any differences in value, or other result of the comparison,
can be used to generate a feedback 148 that is transmitted or
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fed back to the self-learning store 144, for adjustment of those
weights based on the degree of deviation between the provi-
sional output 150 and/or other results, and the set of target
output data 120. The self-learning network 142 can then
iterate the process of multiplying, scaling or otherwise pro-
cessing the set of combined input data 122, comparing each
generation or set of the provisional output 150 to the set of
target output data 120 and generating corresponding feed-
back 148 each time, as will be understood by persons skilled
in the art. In aspects, the iteration or training process can
continue until the provisional output 150 provided by the
self-learning network 142 converges to the set of target output
data 120, either exactly or to within a predetermined or
selected tolerance range. Upon reaching convergence of the
provisional output 150 with the set of target output data 120 to
within a predetermined or selected marginal output range, the
self-learning network 142 can register and store a learned
transfer function 146 that encapsulates the input/output
behavior of the interpolation engine 104, for instance to self-
learning store 144.

In embodiments, the learned transfer function 146 can, for
instance, be a linear, quadratic or other algebraic, exponential
and/or other functions on the set of combined input data 122.
Inaspects, the learned transfer function 146 can be configured
to operate in a forward direction, from the set of combined
input data 122 to the set of target output data 120, and thereby
represent a modeling function or engine for the subject data.
Inaspects, the learned transfer function 146 can be configured
to operate in a reverse direction, from the set of target output
data 120 to the set of combined input data 122, and thereby
represent an approximation or replication of the interpolation
engine 104, itself. In embodiments as shown, upon comple-
tion of training of the self-learning network 142 and produc-
tion of the learned transfer function 146, the learned transfer
function 146 can be uploaded or transmitted to one or more
other platforms or locations, such as to the interpolation
engine 104 on client 102. The learned transfer function 146
can then operate in conjunction with the interpolation engine
104, and/or can be incorporated in or operate with other local
or remote logic, services, or platforms, for instance, in the
database management system 114.

According to aspects of the teachings in certain regards, the
use of the self-learning network 142 can permit the develop-
ment or construction of inferences to be taken from the set of
predetermined input data 124, the set of target output data
120, the set of interpolated input series 128, and/or other data
that would not be feasible through the use of other rule-
building techniques. For instance, an operator may apply the
interpolation engine 104 to a medical study in which the
distribution of a vaccine can be correlated with the incidence
of cancer disease within a target patient population over a
certain span of time. Thus, the set of predetermined input data
124 and/or other source data can comprise a set of data for the
year 2008 in which a vaccination rate of 15% can result in an
incidence of 0.5% of an identified type of cancer for patients
20 to 40 years of age, at a cost to government health care of
$1.5B, as well as a set of data for year 2009 in which a
vaccination rate of 18% can result in an incidence 0of 0.4% of
the disease type in the same patient cohort at a cost to gov-
ernment health care of $1.78. In the interpolation scenario,
the incidence of the subject disease may be known or pro-
jected to be 0.2% for the same patient age bracket for the year
2010, for which a vaccination rate of 22% would be required.
In aspects of such an illustrative scenario, the interpolation
engine 104 and/or other logic can determine that achieving a
vaccination rate of 22% would require an expenditure by
government health care of $2.1B, to which the operator may
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respond to reject, “flush,” invalidate and/or otherwise reset
the interpolated data. This can be due for instance to knowl-
edge on the part of the operator that available funding for the
relevant government health care organization is limited to
$1.9B, so that implementing a vaccination plan to achieve the
targeted disease incidence rate would not be possible as a
public health goal. In scenarios of that type, an analytic or
modeling engine which relied upon an average of the values
of data from prior years might not be able to successfully
imitate or approximate the decision process of the human
operator, since an engine of that type might average the values
including the values for year 2010 without regard to exceed-
ing a funding threshold, and/or without taking other factors or
externalities into account. According to aspects, the self-
learning network 142 can in contrast track the decision-mak-
ing process of the human operator to detect the sudden
appearance of an apparent threshold in the funding or other
variable. The self-learning network 142 can for instance
account for or model that threshold by incorporating that
threshold into the transfer function 146 by adjusting the set of
weights 144 assigned to the vaccination rate, incidence, cost
and/or other factors or variables to avoid exceeding that
detected threshold, for instance by setting weights to zero for
those groups of values that would cause that threshold to be
exceeded. Other thresholds, trends, patterns, and/or heuristics
can be detected by the self-learning network 142 from the set
of predetermined input data 124, the set of target output data
120, the set of interpolated input series 128 and/or other data,
and be used to infer, simulate, or otherwise reproduce the
learned decision logic used by the analyst or other operator in
conducting one or more interpolation and/or extrapolation
study.

FIG. 7 illustrates an illustration of process flow that can be
used to train a self-learning network 142 using a set of inter-
polated input data 126 and other information, according to
various embodiments. In 702, processing can begin. In 704, a
user can conduct and store interpolation operations on the set
of operative data 118, the set of combined input data 122, the
set of target output data 120, and/other data, producing or
generating the subset of interpolated input data 126, interpo-
lation function 140, and/or other outputs. In aspects, the inter-
polation operations can be performed by one or more users,
and/or at one or more different locations or times. In 706, the
subset of interpolated input data 126, the set of target output
data 120, and/or other data or attributes can be accessed or
retrieved from the database management system 114, the
associated remote database 116, and/or other source. In 708,
the subset of interpolated input data 126, the set of target
output data 120, and/or other data or attributes can be supplied
as input to the self-learning network 142. In 710, the self-
learning network 142 can generate an initial set of weights
144 to be applied to the set of combined input data 122 to
produce the set of target data 120, for instance, by setting the
weights for all inputs to one, one-half, or some other equal or
arbitrary number. In aspects, the set of weights 144 can be
configured to be within a range such as 0 to 1, or other scale
or range, as understood by persons skilled in the art.

In 712, the self-learning network 142 can revise and/or
iterate the set of weights 144 or other variables or factors until
the output of the self-learning network 142 converges to the
set of target output data 120. In aspects, the convergence of
the output of the self-learning network 142 can be driven by
developing feedback 148 and/or other data or signal based on
the difference between the output of the self-learning network
142 and the set of target output 120, and adjusting the set of
weights 144 until successive outputs from the self-learning
network 142 converge to the set of target output data. As will
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be understood by persons skilled in the art, the self-learning
network 142 can be or include networks such as a fuzzy logic
network, a neural network, and/or other self-learning net-
works, platforms, logic, or engines.

In 714, the self-learning network 142 can store the set of
weights 144 and/or other variables, factors, functions, or
parameters to the self-learning store 144, and/or other data-
base or location. In 716, the self-learning network 142 can
receive a further or revised set of target output data 120 from
the remote database 116 or other source. In aspects, the
updated or revised set of target output data 120 can be gen-
erated due to additional data sets over further intervals of time
being captured, or for other reasons or based on other events.
In 718, the self-learning network 142 and/or components or
resources of the self-learning network 142, such as the set of
weights 144 or other data, can be uploaded to a remote plat-
form or destination, such as the interpolation engine 104 of
client 102, and/or other platform, machine, location, or ser-
vice. In aspects, it may be noted that the self-learning network
142, when trained by the subset of interpolated input data 126
and other data supplied by or via the interpolation engine 104,
can in effect reproduce or approximate with a significant
degree of accuracy the modeling process of interpolation
function 140, and/or that of the user or other analyst who
selected or manipulated the subset of interpolated input data
126, in the first instance. It may be noted that in aspects, the
self-learning network 142 when trained in the described fash-
ion can thereafter perform modeling or other analytics on new
inputs from the set of operative data 118, and produce new
outputs based on those input sets. The self-learning network
142 can thereby generate predictive modeling results, or
series of alternative results, in contrast to the retrodictively
interpolated subset of inputs produced by the interpolation
engine 104, and/or related logic. In 720, as understood by
persons skilled in the art, processing can repeat, return to a
prior processing point, jump to a further processing point, or
end.

The foregoing description is illustrative, and variations in
configuration and implementation may occur to persons
skilled in the art. For example, while embodiments have been
described in which the interpolation engine 104 comprises a
single application or set of hosted logic in one client 102, in
embodiments the interpolation and associated logic can be
distributed among multiple local or remote clients or systems.
In embodiments, multiple interpolation engines can be used.
Similarly, while embodiments have been described in which
the set of operative data 118 is accessed via one remote
database management system 114 and/or a remote database
116 associated with the remote database management system
114, in embodiments, the set of operative data 118 and asso-
ciated information can be stored in one or multiple other data
stores or resources, including in local data store 138 of client
102. Other resources described as singular or integrated can
in embodiments be plural or distributed, and resources
described as multiple or distributed can in embodiments be
combined. The scope of the invention is accordingly intended
to be limited only by the following claims.

What is claimed:

1. A method comprising:

accessing a set of target output data and a set of combined
input data, the set of combined input data comprising a
subset of predetermined input data, and a subset of inter-
polated input data;

receiving the set of combined input data in a self-learning
network hosted on a self-learning host machine;

applying a set of weights to the set of combined input data;
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revising the set of weights in view of a difference between
an output generated by the self-learning network and the
set of target output data;

determining that the self-learning network generates suc-

cessive outputs that converge to the set of target output
data in response to an application of the set of weights, as
revised; and

training, by a processor and in view of the determining, the

self-learning network to generate the set of target output
data in conjunction with the set of weights, as revised.

2. The method of claim 1, wherein the set of combined
input data comprises at least one of a set of financial data, a set
of medical data, a set of demographic data, a set of engineer-
ing data, a set of network operations data, or a set of geo-
graphic data.

3. The method of claim 1, wherein the subset of interpo-
lated input data comprises a series of subsets of interpolated
input data.

4. The method of claim 3, wherein the series of subsets of
interpolated input data comprises subsets of interpolated
input data generated in view of user input.

5. The method of claim 3, wherein the training the self-
learning network comprises training the self-learning net-
work in view of each of the series of subsets of interpolated
input data in relation to the set of target output data.

6. The method of claim 1, wherein the self-learning host
machine is remote from a client machine hosting an interpo-
lation engine to generate the set of combined input data.

7. The method of claim 1, further comprising re-training
the self-learning network in view of an additional set of target
output data.

8. The method of claim 1, further comprising uploading the
trained self-learning network to a remote interpolation
engine.

9. The method of claim 1, wherein at least one of the set of
target output data or the subset of predetermined input data
are accessed from a database management system remote to a
self-learning host machine.

10. The method of claim 1, wherein the self-learning net-
work comprises at least one of a neural network or a fuzzy
logic network.

11. The method of claim 10, wherein training the self-
learning network comprises generating the set of weights to
apply to the set of combined input data to generate the set of
target output data.

12. A system comprising:

an interface to a database to store a set of target output data

and a set of combined input data, the set of combined

input data comprising a subset of predetermined input

data, and a subset of interpolated input data; and

aprocessor to communicate with the database via the inter-

face and to:

receive the set of combined input data in a self-learning
network hosted on a self-learning host machine,

apply a set of weights to the set of combined input data,

revise the set of weights in view of a difference between
an output generated by the self-learning network and
the set of target output data,

compute a determination that the self-learning network
generates successive outputs that converge to the set
of target output data in response to an application of
the set of weights, as revised, and

train the self-learning network to generate the set of
target output data in conjunction with the set of
weights, as revised and in view of the determination.

13. The system of claim 12, wherein the set of combined
input data comprises at least one of a set of financial data, a set
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of medical data, a set of demographic data, a set of engineer-
ing data, a set of network operations data, or a set of geo-
graphic data.

14. The system of claim 12, wherein the subset of interpo-
lated input data comprises a series of subsets of interpolated
input data.

15. The system of claim 14, wherein the series of subsets of
interpolated input data comprises subsets of interpolated
input data generated in view of user input.

16. The system of claim 14, wherein to train the self-
learning network is to train the self-learning network in view
of each of the series of subsets of interpolated input data in
relation to the set of target output data.

17. The system of claim 12, wherein the processor is fur-
ther to re-train the self-learning network in view of an addi-
tional set of target output data.

18. The system of claim 12, wherein the processor is fur-
ther to upload the trained self-learning network to a remote
interpolation engine.

19. The system of claim 12, wherein the self-learning net-
work comprises at least one of a neural network or a fuzzy
logic network.

20. The system of claim 19, wherein to train the self-
learning network is to generate the set of weights to apply to
the set of combined input data to generate the set of target
output data.

16



